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Abstract:  On the Web we can see that web pages are not crawled by the crawler system , which increases at a very fast rate, many 

crawler have been developed that efficiently localize the deep Web interfaces, due to the large amount of Web resources & the nature 

of deep web dynamics, to get a better and positive result to be a challenging problems. To solve this kind problem, we propose a two 

stage frameworks, mainly Smart Crawler, to effectively find the deep web . The intelligent crawler gets seeds from the seeds database. 

1st step is that Smart Crawler performs the "Reverse lookup" that matches the user's query with the URL. In the second phase, the 

"Prioritization of incremental sites" performed here coincides with the content of the query within the module or part of the system. 

This is based on the coincidence frequency, classify relevant and irrelevant pages & rank  on this page. High ranking pages are 

displayed on the results page. Our proposed tracker efficiently retrieves deep Web interfaces from large sites & achieves a higher 

result than other crawlers available .We develop comprehensive research of personalized research to improve performances 

considering the time in which we  can keep the log files. Preview the results of the query before entering the query in the search box 

that could focuses on the search box. 

High ranking pages are displayed on the results page. Our proposed tracker efficiently retrieves deep Web interfaces from large sites 

& achieves a higher result than other crawlers available .We develop comprehensive research of personalized research to improve 

performances considering the time in which we  can keep the log files. Preview the results of the query before entering the query in 

the search box that could focuses on the search box. 

  

Index Terms - Two-stage crawler, Crawler, Deep web, Feature selection URL, IP, Site frequency, Ranking, Personalized 

searching 

 

_____________________________________________________________________________________________ 

I.INTRODUCTION 

 The current environment is totally based on the Internet. The Internet is a global, common & self-sufficient structures that 

can be accessed by thousand of billions of people all over the world. The lots of data are usually stored as structured or relational data 

in web databases. We know that any kind of content is available on the Internet in large size. A web crawler also known as a Robot or 

Spider is a huge to download kind of system for web pages. Web crawlers are used for variety of purposes. The main thing is that they 

are one of the main components of web search engine systems that assembles large web pages ,that indicates them & allows user to 

publish queries in the index & help to find Web pages that satisfies the query, where web pages are analyzed and managed for 

statistical properties or when data is analyzed on  it. In the deep web there is a growing interest in techniques that can help to locate 
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deep interfaces efficiently useable. However, due to the huge volume type of data of Web resources and the dynamic nature of deep 

Web pages, achieving large coverage and high efficiency is a challenge. The quality and maintains    of interesting web sources is also 

a challengeable. We propose a two phase framework, called Smart Crawler, helpful for the efficient collection of deep web interfaces. 

In the first phase, Smart Crawler searches on the links to the central pages with the help of search engines that can help to avoid to 

visiting large number of pages. In the second phase we will corresponds to the content of the form, so we will classify the relevant and 

irrelevant sites easily. Here we are developing a personalized search for efficient results and outcomes and ready to maintain the 

records for efficient way for time management. 

 

II.REVIEW OF LITERATURE 

1. Denis Shestakov and Tapio Salakoski (2010) have demonstrated Host-ip clustering technique for deep web 

characterization [9].The author aims at a more accurate estimate of the main parameters of the Deep Web by sampling a national web 

domain. We propose the host-IP cluster sampling technique that addresses the disadvantages of existing approaches to characterize 

the deep Web and reports our results based on the Russian web survey conducted in September 2006. Estimates obtained together 

with a the proposed sampling method could be useful for further study to manage data in the deep Web. 

 

2. Balakrishnan Raju, Kambhampati Subbarao, and Jha Manishkumar (2013) has represents Assessing relevance and trust of 

the deep web sources and results based on inter-source agreement [6]. Deep search engines face the formidable challenge of 

recovering high quality results from the vast collection of searchable databases. Deep web search is a two-step process to select high 

quality sources and classify the results of selected sources. Although existing methods exist for both steps, they evaluate the relevance 

of sources and results by using the similarity between results and queries. When applied to the deep network, these methods have two 

faults. First of all, they are independent of the correction (reliability) of the results. Secondly, the relevance based on consultations 

does not consider the importance of results and sources. These two considerations are essential for the deep web and open collections 

in general. Since different deep web sources provide answers to any query, we believe that the agreements between these responses 

are useful for assessing the importance and reliability of the sources and results. To evaluate the quality of the source, we calculate the 

agreement between the sources when the agreement of the answers is returned. In calculating the agreement, we also measure and 

offset any collusion between sources. 

 

3. Yeye He, Dong Xin, Venkatesh Ganti, Sriram Rajaraman, and Nirav Shah (2013) has designed Crawling deep web entity 

pages [2].The author describes a prototype system we proposed that specializes in deep web sites oriented to tracking entities. We 

propose techniques adapted to address important sub problems, including query generation, filtering of blank pages and deduplication 

of URLs in the context of site-specific sites. 

 

4. Mohamamdreza Khelghati, Djoerd Hiemstra, and Maurice Van Keulen (2013) havedemonstrated Deep web entity 

monitoring [3].Access to information is an essential factor in decision-making processes that occur in different domains. So, it is 

essential to broaden the coverage of contentuseful to decision makers. In an environment so thirsty for information, access to all 

sources of information is considered of great value. Today, the main or most general approach to finding and accessing information 

sources is to search for general lookup engines like Google, Yahoo or Bing. However, these lookup engines do not cover all the data 

present on the Web. Apart from the fact that none of these lookup engines covers all Web pages existing on the Web, it omits the data 

behind the web search forms. These data are defined as hidden Webs or deep web that cannot be accessed through lookup engines. It 
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is estimated that the deep web contains data on a scale many times higher than the data accessible through lookup engines, known as 

superficial web. Although this information is accessible in the deep web through its interfaces, showing and consulting all the 

interesting sources of information that could be useful could be a hard, slow and exhausting task. Considering the large amount of 

data that might be related to one's information needs, it might even be impossible for a person to cover all sources of interest from the 

deep web. 

 

5. Eduard C. Dragut, Weiyi Meng, and Clement Yu. (2012) has represents Deep Web Query Interface Understanding and 

Integration [4].  The author presents the most advanced techniques for extracting, understanding and integrating the query interfaces 

of deep web data sources. These techniques are essential for producing an integrated query interface for each domain. The interface 

acts as a mediator to search all data sources in the domain in question. Although the integration of the query interface is only relevant 

to the deep web integration approach, extraction and understanding of query interfaces are essential for both approaches to deep Web 

exploration. This book aims to provide complete and complete coverage of the key technologies needed to automatically create high 

quality integrated query interfaces. 

 

6. Cheng Sheng, Nan Zhang, Yufei Tao, and Xin Jin (2012) has developed Optimal algorithms for crawling a hidden 

database in the web [5].The author solves the problem by providing algorithms to extract all the tuples from a hidden database. Our 

algorithms have proven to be efficient, that is, they perform the task by doing only a small number of queries, even in the worst case. 

We also establish theoretical results that shows that these algorithms are asymptotically optimal, i.e. it is not possible to improve their 

efficiency more than a constant factor. The derivation of our upper and lower limit results reveals a significant understanding of the 

characteristics of the underlying problem. 

 

7. Mustafa Emmre Dincturk, Guy vincent Jourdan, Gregor V. Bochmann, and Iosif Viorel Onut (2014) has represents A 

model-based approach for crawling rich internet applications [1].Tracking techniques developed for existing web applications are not 

sufficient to track RIA. The inability to trace the RIA is a problem that must be tackled, at least, to search and test the RIAs. We 

present a new methodology, called "model-based monitoring", which useful for designing efficient monitoring strategies for the RIA. 

We illustrate the model-based tracking with an example strategy, called the "hypercube strategy". The result of our model-based 

tracking strategies is compared with existing standard tracking strategies, including the first, the first depth and the ambitious strategy. 

 

8. Denis Shestakov (2011) has proposed databases on the web: national web domain survey [7]. 

The Deep Web, the part of the Web that consists of Web pages full of information from a myriad of online databases, is relatively 

unexplored so far. Even its basic characteristics, such as the number of databases searchable on the Web, are questionable. In this 

paper, we address the problem of accurate estimation of the deep Web by sampling a national Web domain. We present some of our 

results when we conduct surveys on the Russian Web. 

 

9. Balakrishnan Raju and Kambhampati Subbarao. (2011) has designed Sourcerank:Relevance and trust assessment for deep 

web sources based on inter-source agreement [8]. An immediate strength in the search for deep Web databases is the selection of the 

source, i.e. the selection of the most relevant Web databases to respond to a specific query. Methods of selecting existing databases 

(both textual and relational) evaluate the quality of the source based on appraisal of relevance based on query similarity. When 

applied to the deep network, these methods have two faults. First of all, the methods are independent of the correction (reliability) of 
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the sources. Secondly, query-based relevance does not take into account the importance of the results. These two considerations are 

essential for open collections like the deep web. Since various sources provide answers to any questions, we believe that the 

agreements between these responses can be useful for assessing the importance and reliability of the sources. We calculate the 

agreement between the sources when the agreement of the answers is returned. In calculating the agreement, we also measure and 

offset any collusion between sources. This correct agreement is modeled as a graph with the top sources. 

 

10. Shestakov Denis (2010) has represents On building a search interface discovery system [10].Much of the Web known as 

Deep Web is accessible through search interfaces to thousands of databases on the Web. Although relatively valid approaches have 

been proposed for consulting web database content, the position of most search interfaces cannot be fully used. Therefore, the 

automatic recognition of search interfaces in online databases is essential for any application that accesses the deep Web. This 

systemcontains the architecture of I-Crawler, a system for finding and discovering search interfaces.  

 

III.EXISTING SYSTEM 

In existing system or available systems , it is hard to find and understand deep web databases, since they are not recorded in any 

search engines; they are usually distributed in constantly changing ways. To overcome this kind of issues regarding with it , the 

previous work proposed two types of crawlers, generic crawlers or trackers and targeted trackers i.e. Form focused crawler.  

Consider following two aspects: 

 

1) Document-Based method: 

These methods specially aims at capturing users’ clicking and browsing behaviors. It deals with click through data from the user i.e. 

the documents clicked by user  .This clicked through the data in search engines can be thought of as triplets  like (q, r, c) 

Where, 

q = Query 

r = Ranking 

c = Set of Links clicked by user. 

 

2) Concept-based methods: 

These methods basically aim for capturing users’ conceptual needs. Users’ browsed documents & search histories. User profiles are 

helpful to represent user’s  interests and intentions for new or upcoming queries. 

Disadvantages: 

 Deep-web interfaces. 

 Challenging issue regarding to achieve large efficiency & achieving large coverage’s. 

 Cold start problem occurs. 

 Return irrelevant data or database. 

 

IV.SYSTEM ARCHITECTURE 
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                                                                        Figure 4.1 System Architecture 

 

V.SYSTEM OVERVIEW: 

To get users expected or required deep web data sources, Smart Crawler is developed in Reverse Searching & Incremental site 

priority based system .The first site locating stage finds the most relevant sites for a given topics & then the second in site exploring 

stage uncovers searchable forms from the current site. Specifically, the site locating stage starts with a seed sets of site in a sites 

database. Seeds sites are candidate sites given for Smart Crawler to start crawling  which help to begin by following URLs from 

selected seed sites to explore other pages & other domains. Seed fetcher get seeds and then performs reverse searching technique in it 

which matchs user query content in url, then we are going to classify them in relevant and irrelevant links. Then in Incremental-site 

priority system we are matching the contents of query on form which depends on matching . we are going to classify them in relevant 

and irrelevant. Page ranking is basically performed & display high ranked results on result page. Domain classification  is performed 

to show the user from which domain how many links are got in it. We personalize the searching according to user profiles so that  is 

easily to get accurate results to user. In pre-query results are displayed according to user personalized result or requirements  after 

placing focus on search box. 

 

VI.ADVANTAGES 

 Gives pre-query & post-query results. 

 Reverse lookup &Incremental-site priority based systemin these crawling strategies is used. 

 To overcome Deep-web interfaces issues. 

 For achieving large coverage and big efficiency result. 

 User can perform Personalize search easily. 

 It can help to maintain Log Files. 
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 Help to remove cold start problem. 

 To return relevant data 

 

VII.CONCLUSION AND FEATURE SCOPE 

In this we are proposing that the crawler searches for deep web pages. Due to the high volume of resources, Data, Web documents & 

the dynamic nature of the deep web, for achieving broad coverage & high efficiency & accuracy is a challenging issue. The intelligent 

crawler offers efficient results compared with other crawlers. Smart Crawler works in two phases: Reverse search & Incremental site 

prioritization. This classification helps to obtain and understand relevant results. We can customize the search through the profession. 

Maintaining the log file can be reduced easily the search time of the results. The results are displayed before the query & after the 

query in it. 

By ranking collected sites and by concentration the crawling on a topic, Deep web harvesting is achieves more accurate results. The 

in-site exploring stage uses adaptive link collect then ranking to search within a site and we design a link tree for necessitate bias 

toward certain directories of a website for wider coverage of web directories. Our experimental results on a representative set of 

domains show the effectiveness of the proposed two-stage deep web harvesting, which achieves higher harvest rates than other 

crawlers. In future work, we plan to combine pre-query and post-query retreat for classifying deep-web forms to further improve the 

accuracy of the form classifier. 
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